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#### Abstract

One of the first and most used hashing algorithms in blockchains is SHA-256 so the main aim of this paper is how to increase the security level of the blockchain based on the increasing hashing algorithm security. This paper proposes to present a modified SHA-256 like hash algorithm by exploring the design principles of the two hash schemes (SHA-256 and RIPEMD-160). To retrieve the increased security in the proposed algorithm, we modify the SHA-256 after the public key generation. The proposed modification is based on four different chosen types of chaotic maps and DNA sequences which eventually complicate the association between the original message and hash digest i.e., maximizing the security level, and minimizing its vulnerabilities. The proposed hash function efficiency is practically assessed, analyzed, and compared with the well-known SHA-256 with respect to the main properties of the confusion, diffusion and distribution. The security performance is also analyzed using the analysis of collision, which reveals that the new constructed hash function improves SHA-256 with respect to the security and robustness. From the experimental analyses results, the proposed modified hash scheme found to exhibit the better security performance than many state-of-the art existing hash function schemes.


INDEX TERMS Hash Function; Altered Sine-Logistic based Tent map; Cubic Tent map; DNA sequence.

## I. INTRODUCTION

Hash functions are algorithms that convert messages of arbitrary size into message digests of a defined size. These functions must meet certain characteristics, such as onewayness, meaning that the original message cannot be retrieved from the hash and that two distinct messages cannot yield the same hash result (collision). Moreover, identical input messages should always generate unique output digests. Besides that, hash functions must be efficient and simple to compute [1]. Two types of hash functions exist: keyed and unkeyed. The former types require a message and a secret key, whereas unkeyed hash
functions require simply an input message. Such functions make it difficult for adversary to create identical hash values to the system deprived of the secret key. Due to developments in processing power and cryptanalysis tools, however, earlier hash algorithms have grown more vulnerable to attack. Maintaining security requirements and defending against attacks necessitates the development of new, more robust cryptographic algorithms [2]. Hash functions are a key component of security protocols and have several uses, including message authentication codes,
encryption tools, digital signatures, and the production of pseudo-random numbers.
The vast majority of conventional hash algorithms, including MD4, MD5, SHA, and SHA-1, rely on elementary logical, arithmetic, and algebraic processes. In practice, these hashing algorithms have been proven to be susceptible to collision attacks, as re-ported in references [3-6]. In addition, the use of linear operations in hash functions potentially renders them vulnerable to cryptographic attacks comparable to those employed in the methods, as explained in the aforementioned sources [1, 79]. The hash functions have been crucial in recent years for digital signatures [1], integrity protection, message authentication [16], and even blockchain [10-15]. The basic idea in hash 256 is to transform any variable length of input message to fixed output with 256 -bit size. SHA (Secure Hash Algorithm) is the most widely used hash function [16]. SHA-0 generates 160-bit hashes, however when it was released, it was not allowed to be used for its "major weakness". SHA-1 was released in 1995 to solve the security problems found in SHA-0. A switch to SHA-2 was made in 2005 as a result of the security vulnerabilities that had been discovered in SHA-1 [17]. SHA-2 consists of powerful cryptographic algorithms that include many algorithms such as SHA-256, SHA-384, and SHA-512. The SHA-2 hashing algorithm family is the most popular applied hash function due to its security, compatibility, and efficiency [18-22]. SHA-256 is used in many authentication and encryption protocols such as SSL, TLS, IPsec, SSH, and PGP. It is also commonly used in the Bitcoin blockchain, for example, to identify transaction hashes and to execute proof-of-work mining by miners.
Based on deoxyribonucleic acid (DNA) and chaotic maps, a new improvement in hash- 256 algorithm is presented. The advantages of using DNA sequence are the high parallelism and information density. Also, it has noticed to have low power consumption [23,24]. Chaos based encryption systems have many advantages such as randomness, initial conditions sensitivity, high security, and large key space, and others make these systems suitable for image encryption techniques $[25,26]$. The chaotic maps are divided into two categories: continuous and discrete. The discrete chaotic map is divided into 1 -dimension and $n$ dimension. The merging between DNA and chaotic maps will increase uncertainty and unpredictability in the system. The main objectives of this papers can be summarized as follows:

1. In the original Hash-256 implementation, the buffer values ( $\mathrm{a}, \mathrm{b}, \mathrm{c}, \mathrm{d}, \mathrm{e}, \mathrm{f}, \mathrm{g}$, and h) remain constant. However, in the modified version of Hash-256, these buffer values are dynamically generated using special chaotic maps combined with DNA sequences. This modification significantly enhances the security level of Hash-256.
2. These modifications have made a positive and effective contribution to enhancing performance and augmenting the security properties of Hash-256. Furthermore, the algorithm has been thoroughly tested, demonstrating exceptional performance.
3. Despite introducing four new alternative maps with varying security specifications, the complexity remains unchanged. This is because the obtained values are directly stored in the buffer values without requiring generation at each stage.

This work is divided into eight sections. A brief explanation of chaotic maps is presented in section 2 and introduction of the DNA sequence and complementary rules are presented in section 3 where the proposed modification part in our Hash-256 are in section 4. Then, the scientific outcomes are revealed in section 5. Finally, the hash attacks and cryptanalytic are presented in section 6 and 7 respectively and the conclusion and description of the model improvements are in section 8 .

## II. CHAOTIC MAPS

Dynamic systems possess chaotic behavior and consequently require a chaotic system analysis. Bifurcation diagram displays how the behavior of a chaotic system changes with a dynamic control parameter. And, the chaotic maps initial parameter, located in the chaotic areas, is selected using the Lyapunov exponent [27-40]. The Lyapunov exponent signs, $\lambda$, provide a qualitative picture of a system's dynamics. For 1D map, there are two cases; $\lambda$ is positive or negative. Firstly, when $\lambda$ is -ve, the paths which are slightly separated tend to be convergent and therefore the evolution is not chaotic. Secondly, when $\lambda$ is +ve , nearby paths are divergent, and the evolution is sensitive to initial conditions and consequently chaotic evolution. The complexity of the map increases as the $\lambda$ value increases (i.e., it becomes less predictable). In case of the chaotic map $f$ is one-dimensional discrete function, the Lyapunov exponent is as follows:

$$
\begin{equation*}
\lambda\left(x_{0}, n\right)=\lim _{n \rightarrow \infty} \frac{1}{n} \sum \ln \left|f_{\mu}^{\prime}\left(x_{i}\right)\right| \tag{1}
\end{equation*}
$$

In the previous equation, $x_{-} 0$ is the initial value and $n$ is the iteration. Out of the 150 chaotic Maps available, only 55 were initially utilized. However, upon extensive testing, the majority of them proved to be unsuccessful. Consequently, our focus narrowed down to the four Maps that exhibited promising results during the research. All tests conducted exclusively involved these four Maps, which successfully validated our idea and formed the basis of its implementation in this study. In this section, there are four chaotic maps each of which is one-dimensional map. The Altered Sine-Logistic based Tent map, the Cubic Tent map, 1D-Improved Logistic map, and 1D-Improved Quadratic map. They will be used for the analysis of the proposed system.

## A. Altered Sine-Logistic based Tent map ASLT [31]

This map is a hybrid combination of the logistic, sine and tent maps and de-fined mathematically as follows.

$$
=\left\{\begin{array}{cc}
\frac{4-\mu}{x_{n+1}} \sin \left(\pi x_{n}\right)+\frac{\mu}{2} x_{n} & x_{n}<0.5  \tag{2}\\
(4-\mu) x_{n}\left(1-x_{n}\right)+\frac{\mu}{2}\left(1-x_{n}\right) & x_{n} \geq 0.5
\end{array}\right.
$$

Where parameter $\mu \in[0,4]$ and $n$ is the number of iterations. As shown in Figure 1 the ASLT has excellent chaotic behavior. This could be performed according to the results demonstrated in Figure 1. In the complete range [0, 4] of the parameter settings, the Lyapunov Exponent, $\mu$, of the ASLT is greater than zero.


FIGURE 1. (a) Bifurcation diagram (b) Lyapunov plot of ASLT

## B. CUBIC TENT MAP

It is considered a hybrid map as it is originated from the Tent map and the Cubic map. The principal purpose of this map is to improve its chaotic nature. It is de-fined mathematically as follows:
$=\left\{\begin{array}{c}x_{n+1} \bmod \left(\left(4-\frac{3}{4} \mu\right) x_{n}\left(1-x_{\mathrm{n}}^{2}\right)+\frac{\mu}{2} x_{n}, 1\right) x_{n}<0.5 \\ \bmod \left(\left(4-\frac{3}{4} \mu\right) x_{n}\left(1-x_{\mathrm{n}}^{2}\right)+\frac{\mu}{2}\left(1-x_{n}\right), 1\right) x_{n} \geq 0.5\end{array}\right.$
The Cubic Tent map chaotic range is significantly higher than the original chaotic maps, the Cubic, and the Tent maps. The bifurcation diagram and the Lyapunov exponent of the Cubic Tent map are displayed in Figure 2, respectively. Also, in the entire range $\mu \in[0,4]$, the chaotic behavior has some interruptions as shown in the Figure 2.


FIGURE 2. (a) Bifurcation diagram (b) Lyapunov plot of Cubic Tent map

## C. 1D-Improved Logistic Map ILM

The improved version from the logistic and sine map is presented as follows:

$$
\begin{equation*}
x_{n+1}=\bmod \left(\mu x_{n}\left(1-x_{n}\right) \times 2^{K} / \sin \left(x_{n}\right)^{R}, 1\right) \tag{4}
\end{equation*}
$$

Where $\mu, K$ and $R$ represent the control parameters, and $x_{n}$ represents the initial value of the map within $(0,1] . K \in[2$, 26] and $R \in[1,3]$. As shown in Figure 3. The chaotic sequences of the ILM have a uniform-distribution within the range [ 0,10 ]. Means, the improved ILM chaotic map covers whole range of parameter range nicely. Hence, the ILM found to possess improved chaotic phenomenon than the conventional chaotic Logistic and the Sine maps.


FIGURE 3. (a) Bifurcation diagram (b) Lyapunov plot of ILM map.

## D. 1D-Improved Quadratic Map (1D-IQM)

The improved version from the cubic and sine map is presented as follows:

$$
\begin{equation*}
x_{n+1}=\bmod \left(\left(\left(\mu-x_{n}^{2}\right) \times 2^{K}\right) / \sin \left(x_{n}\right)^{R}, 1\right) \tag{5}
\end{equation*}
$$

As shown in Figure 4, the 1D-IQM has excellent chaotic behavior in the whole range of the parameter setting.

(a)

(b)

FIGURE 4. (a) Bifurcation diagram (b) Lyapunov plot of 1D-IQM map.

## III. DNA COMPLEMENTARY RULES

At the end of section 2, the output of four different chaotic maps with different critical initial conditions is obtained to increase the randomness and strength of the dynamics of (A, $\mathrm{B}, \mathrm{C}, \ldots, \mathrm{H})$ values. Moreover, the o/p is expanded by using DNA Sequence [41-44]. Adenine (A), Guanine (G), Cytosine (C) and Thymine (T) are four categories of DNA nitrogen bases and $(\mathrm{A}, \mathrm{T})$ and $(\mathrm{C}, \mathrm{G})$ are complementary pairs. There are 6 suitable complementary rule which each nucleotide (Ni) DNA complementary rule, The group $3(\mathrm{~A} \rightarrow \mathrm{C})(\mathrm{C} \rightarrow$ $\mathrm{T})(\mathrm{T} \rightarrow \mathrm{G})(\mathrm{G} \rightarrow \mathrm{A})$ and so on up to group 6 as shown in Table 1.

Table 1. DNA rules

| $\mathrm{n}_{\mathrm{i}} \backslash$ rule | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | T | T | C | C | G | G |
| T | C | G | G | A | C | A |
| C | G | A | T | G | A | T |
| G | A | C | A | T | T | C |

## IV. NOVEL MODIFIED HASH-256

The complete process is divided into nine different segments, as follows:
4. Convert the given message into an equivalent ASCII stream.
5. Pad the message adds extra bits to your message, such that the length is a 512 multiple which is exactly 64 bits. Note during the addition, the first bit only be one, otherwise be filled with zeroes.
6. Select suitable chaotic maps for both the hash buffers and for the additive constant from 55 discrete chaotic maps.
7. All chaotic maps used has domain for initial value belongs to $[0,1]$, two symbols are used; $x_{0}$ as initial value to get all buffers values and $y_{0}$ as initial value for additive constant key $\left(k_{0}\right)$.
8. All output values of $x_{n+1}$ that uses the initial $x_{0}$ also have values $\in[0,1]$. So, multiply all the values
$x_{n+1}$ by 256 then converting to hexadecimal then another transformation to the DNA sequence.
9. Use a suitable complementary rule for each DNA sequence and return back to hexadecimal value put this value in the last 8 -bits in buffer A .
10. Repeat again the iterative processes in $x_{n+1}$ the next 8bits are obtained of buffer hash and keep repeating until 64 bits are reached.
11. The last value of $x_{n+1}$ is the last 8 bits in buffer a repeat the previous steps to obtain the values of all buffers of hash C, D, E, F, G and H.
12. Repeat all the previous steps to get the first additive constant.

The block diagram of hash generation process using chaotic map and DNA sequences is shown in Figure 5.
In this paper, we apply more than 55 different types of chaotic maps to both the hash buffer and additive constants of SHA-256. It is found the most effective maps in improving the performance of SHA-256 are the only four following maps; Altered Si-ne-Logistic based Tent Map ASLT and the Cubic Tent Map, CT and LTS. And consequently, four structures are designed as presented in Table2.

## V. MEASURING EFFICIENCY

The benefit of the suggested hash function is disclosed by a performance study that considers hash value distribution, diffusion, confusion, message sensitivity, and collision confrontation. The suggested hash algorithm can work with messages up to 2128 characters long. Three important points will be mentioned about hash functions.

## A. Hash value distribution

This paper conducts an experimental simulation to assess the security of the Hash 256 algorithm, which utilizes modified performance to distribute the hash value evenly and randomly across the ciphertext space using the entire plaintext space. As a result, it becomes difficult to discern the
relationship between the hash value and the input message. The experimental simulation focuses on analyzing the security of the hash algorithm when applied to the following sentence as an example:
"Cryptography is a Greek word that means "secret writing. However, we use cryptography to transform messages to make them immune and secure against attacks. In the past, Hashing 1000 completely different messages is used to appraise the scattering of the hash value, The distribution for each test structures based on totaling the rate of hexadecimal digits $(0-\mathrm{F})$ is shown in Figure $6(\mathrm{a}-\mathrm{d})$ and a total comparison among all structures is shown in Figure 6 (e).

## B. Linear complexity

The differences between 0 s and 1 s in the hash result are measured by the metric of the linear complexity. For different input message, this metric can be evaluated by counting the 0 's number in value of the hash function [42]. Figure 7 presents the linear complexity of hash values for 1000 dissimilar message for each design alone in Figure 7 (a, b, c, and d) and by comparing among all designs in Figure 7 (e)

## C. Sensitivity analysis

The proposed hash function sensitivity analysis is studied based on the original message change according to the five different conditions or change (C) types in the original message as follows:
C 1 : The main plaintext message.
C2: Insert 3 after the end of the classes.
C3: Convert the uppercase letter of the letter c in the word "Cryptography" to lower-case.
C4: Convert all letter (o) in sentence to (a).
C5: Change '.' At the end of sentence to ' $/$ '.
The hash values and number of the bits changed for all structures are presented in hexadecimal notation as shown in Table 3. The simulation results presented in Figure 8 demonstrates that the suggested hash function structure is highly sensitive to even minor changes in the message's bits.


FIGURE 5. Proposed modified Hash-256 algorithm.

Table 2. DNA rules

| Design | Buffer | Adaptive Constant $\boldsymbol{k}_{\boldsymbol{t}}$ | DNA Encoding Rule | Complementary Rule |
| :---: | :---: | :---: | :---: | :---: |
| Design 1 | ASLT | CLM |  |  |
|  | $a=33 c e 4703$ | $k_{1}=28 f 5 d 1 f 1$ |  |  |
|  | $b=2 f c 74234$ | $k_{2}=e e 52870 f$ |  |  |
|  | $c=f f 6 a c 145$ | $k_{3}=22 a 12 a d a$ |  |  |
|  | $d=f 8651 e f f$ | $k_{4}=a 2819985$ | 0 | G6 |
|  | $e=107827 a 2$ | $k_{61}=88 a 9 b f b c$ |  |  |
|  | $f=d 4 c 4403 c$ | $k_{62}=262 e c 07 b$ |  |  |
|  | $g=8 a 20 a b 01$ | $k_{63}=a 28 c 9 e f 2$ |  |  |
|  | $h=0728 f 7 d c$ | $k_{64}=9 d a 327 a b$ |  |  |
| Design 2 | CT | LTS |  |  |
|  | $a=43 b 23699$ | $k_{1}=822 d 49 c 8$ |  |  |
|  | $b=a 8 a 38 b 91$ | $k_{2}=57 a 08027$ |  |  |
|  | $c=c 8286 a 40$ | $k_{3}=9 \mathrm{cda4}$ cea |  |  |
|  | $d=2 f 4 f e 109$ | $k_{4}=a 59 c d a 4 f$ | 5 | G1 |
|  | $e=8 f 25710 d$ | $k_{61}=f a 742 b 62$ |  |  |
|  | $f=25710 d a e$ | $k_{62}=e 055 a b a d$ |  |  |
|  | $g=1 b 2 b 6967$ | $k_{63}=68 d 663 d 8$ |  |  |
|  | $h=6 b 65 f d a d$ | $k_{64}=b 7 c 153 b 2$ |  |  |
| Design 3 | ILM | CT |  |  |
|  | $a=c 0 b e c 4 d 6$ | $k_{1}=1 f 4 a b c 5 d$ |  |  |
|  | $b=87 b 78 c e d$ | $k_{2}=20 e 327 f$ |  |  |
|  | $c=e e 7 c 9 a 44$ | $k_{3}=6649 b 37 a$ |  |  |
|  | $d=502 b 52 e 0$ | $k_{4}=7 d 3 e c 159$ | 5 | G3 |
|  | $e=a c 2 c a 425$ | $k_{61}=6 b 5 b 0 b 39$ |  |  |
|  | $f=b f 14 f 674$ | $k_{62}=1 d 4 e 996 b$ |  |  |
|  | $g=51 a 51 f 9 f$ | $k_{63}=f 31 a 5 b 10$ |  |  |
|  | $h=b 288 b d a 5$ | $k_{64}=55 a d 1 f 4 a$ |  |  |
| Design 4 | IQM | ASLT |  |  |
|  | $a=d 5 c 7 c 83 e$ | $k_{1}=$ bbed $23 a b$ |  |  |
|  | $b=62879 f 17$ | $k_{2}=9 f e 329 b 2$ |  |  |
|  | $c=20 b 12 c c 6$ | $k_{3}=f f 15 e 820$ |  |  |
|  | $d=96 f 5 b 857$ | $k_{4}=f 6108 d f f$ | 2 | G5 |
|  | $e=793 b 2 c 04$ | $k_{61}=66547 f 7 e$ |  |  |
|  | $f=8301 e b 6$ | $k_{62}=919$ dea 37 |  |  |
|  | $g=686 a d 30 a$ | $k_{63}=596 e 4 d f 9$ |  |  |
|  | $h=5 e 51 e 0 d 1$ | $k_{64}=4 c 5 b 9357$ |  |  |



FIGURE 6. Hash value distribution for 1000 message. (a) structure-1 (b) structure-2 (c) structure-3 (d) structure-4(e) combined


FIGURE 7. Linear complexity for 1000 messages. (a) structure-1 (b) structure-2 (c) structure-3 (d) structure-4(e) combined

Table 3. The hash values and number of the bits changed for all structures.

| C | Hash_ASLT_ASLT | Changed bits |
| :---: | :---: | :---: |
| C1 | c474b9ce4fb64332101144b180d2a510d6d2b2b7093956dafe8b9c82bf15ce89 | -- |
| C2 | fb1a352324e2812dcdeb244120946209ca61de1e98d84eba947dd0d8cb3f4767 | 127 |
| C3 | 1641db356d0990af4969be67a31e26fe5bafd759185cc7f4927b590eaa72141d | 136 |
| C4 | fe27655a0f9e5f8cf8736c525d7d1ea990b10396356ded962983b3beaf6e04a0 | 134 |
| C5 | 0608195b65f2199bb6fb6100f2f68b3502fb1e3c74b41bc7c30b8fb6e6cd5b1d | 129 |
| Hash_CT_LTS |  |  |
| C1 | ac05ac5e35606e10e59d9de03784dc9eccdebd25586ea61ae0d08ac47742104b | -- |
| C2 | ba70719344db5f09b3a838f42ecdededa298824ca5f7801b5574f9a94a944d83 | 132 |
| C3 | f94748758daf9922743b10b934b274de9053b0e69b6ec4a1f2df2cf5f2c49fe0 | 130 |
| C4 | 9cdcf20eba5bcf4a5446215f75e8f7b36ff8392061e9c42906c2889d2c2be4ba | 136 |
| C5 | 4298015c37faba9e4dd0459cebf0fb512e82755d496755d1b3183bfb01a540e7 | 129 |
| Hash_ILM_CT |  |  |
| C1 | 6ff3ef1ade1df55216f8b4f0b26bcca204afab09867f034a18edcae9725f1268 | -- |
| C2 | 18741171e9fbe61136266e38620122c1ed0739102de1667b3162442dc908a49f | 139 |
| C3 | a6e700cfabe3b960db14b458b15cefcb438b0ff60f3d755c2a4e0ee623bf6062 | 129 |
| C4 | 809230abcb9a407e9e73a1f147e0d5d9ec88b8a2e8e20d5a428345cba2ad1100 | 136 |
| C5 | b9f9dca05a279a516fe5fa2f5c72859852b1794cb58d5f555088df5b394fe58b | 129 |
| Hash_IQM_ASLT |  |  |
| C1 | 0db3fa4a82e225444a4e6df21bd249567f6ca2f2a9510b82e5f6120b78cea624 | -- |
| C2 | 57c3f7c0f2d3c2e54e5c32585c4de10579a187287f2b463c7380c1b364ebc4a0 | 129 |
| C3 | 119656ed3fa916eae04be5b7cc36b938b54616d6714b6f5f083db47cab9f01bd | 131 |
| C4 | $2 \mathrm{c} 5135 \mathrm{fb} 30 \mathrm{a} 99 \mathrm{c} 3 \mathrm{fd} 59 \mathrm{e} 4 \mathrm{adc5d853e443e0bdb386932cc6e34dfe2daa64c6525}$ | 128 |
| C5 | d0e42711081540e8bb7e9c676b0d610212ca311bf5f819b79ac30011f05648be | 134 |


(a)





(b)





(c)


FIGURE 8. Hashes for different conditions (a) structure-1 (b) structure-2 (c) structure-3 (d) Structure-4.

## D. Confusion and diffusion analysis

Claude Shannon established confusion and diffusion [44] as two aspects of the procedure of a secure cipher. The confusion and diffusion of hashing techniques may be computed as follows:

1. For the original input message, determine the hash function ate hash value for an input message.
2. Invert the single bit in the message and determine the hash value again.
3. Compare the difference between hash evaluated in step 1 and step 2.
4. Do N times the steps 1 to 3 .

The six analysis is done with different messages lengths $\mathrm{L}=$ 256, 512, 1024, 2048 and 10000 as shown in Tables 4

Table 4. Analysis of different messages lengths with four different structures.

| Message <br> Length | Structure 1 |  |  |  |  |  | Structure 2 |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathrm{B}_{\text {MIN }}$ | $\mathrm{B}_{\text {MAX }}$ | MEAN | P\% | $\Delta \mathrm{B}$ | $\Delta \mathrm{P}$ | $\mathrm{B}_{\text {MIN }}$ | $\mathrm{B}_{\text {MAX }}$ | MEAN | P\% | $\Delta \mathrm{B}$ | $\Delta \mathrm{P}$ |
| 256 | 106 | 150 | 127.7 | 49.87 | 7.905 | 3.088 | 104 | 161 | 127.6 | 49.86 | 8.721 | 3.406 |
| 512 | 106 | 155 | 127.8 | 49.92 | 8.132 | 3.176 | 101 | 161 | 128.3 | 50.11 | 8.486 | 3.315 |
| 1024 | 106 | 155 | 128 | 50.01 | 8.075 | 3.154 | 101 | 161 | 127.9 | 49.98 | 8.377 | 3.272 |
| 2048 | 100 | 155 | 128.1 | 50.02 | 8.116 | 3.17 | 101 | 161 | 128.1 | 50.02 | 8.214 | 3.208 |
| 10000 | 97 | 159 | 128 | 50.01 | 7.921 | 3.094 | 100 | 161 | 128.1 | 50.04 | 8.016 | 3.131 |
|  | Structure 3 |  |  |  |  |  | Structure 4 |  |  |  |  |  |
| 256 | 104 | 161 | 127.6 | 49.98 | 8.721 | 3.406 | 105 | 149 | 128.2 | 50.08 | 7.91 | 3.09 |
| 512 | 101 | 161 | 128 | 50 | 8.488 | 3.315 | 103 | 151 | 128.1 | 50.02 | 7.822 | 3.055 |
| 1024 | 101 | 161 | 127.9 | 49.97 | 8.012 | 3.272 | 103 | 153 | 127.7 | 49.89 | 8.132 | 3.176 |
| 2048 | 101 | 161 | 128.1 | 50.02 | 8.006 | 3.17 | 98 | 155 | 128 | 49.99 | 8.139 | 3.179 |
| 10000 | 100 | 161 | 128 | 50 | 7.911 | 3.091 | 95 | 153 | 128 | 50.02 | 8.131 | 3.176 |

Table 5. Comparative analysis of different hashes.

| Hash Scheme | $\mathbf{B}_{\text {MIN }}$ | $\mathbf{B}_{\text {MAX }}$ | Mean | $\mathbf{P} \%$ | $\boldsymbol{\Delta} \mathbf{B}$ | $\boldsymbol{\Delta} \mathbf{P}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Proposed (Str-1) | 97 | 159 | 128 | 50.01 | 7.921 | 3.094 |
| Proposed (Str-2) | 100 | 161 | 128.1 | 50.04 | 8.016 | 3.131 |
| Proposed (Str-3) | 100 | 161 | 128 | 50 | 7.911 | 3.091 |
| Proposed (Str-4) | 95 | 153 | 128 | 50.02 | 8.131 | 3.176 |
| SHA-256 | 104 | 154 | 128 | 50 | 7.94 | 3.1 |


| SHA3-256 [45] | 101 | 153 | 128.1 | 50.02 | 8.01 | 3.13 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| SHA2-256 [46] | 104 | 154 | 128 | 50 | 7.94 | 3.1 |
| Hash in [47] | - | - | 63.85 | 49.88 | 5.78 | 4.52 |
| Hash in [48] | - | - | 63.85 | 49.88 | 5.79 | 4.52 |
| Hash in [49] | 46 | 80 | 63.91 | 49.92 | 5.58 | 4.36 |
| Hash in [50] | - | - | 63.98 | 49.98 | 5.53 | 4.33 |
| Hash in [51] | - | - | 64.01 | 50.01 | 5.72 | 4.47 |
| Hash in [52] | - | - | 63.91 | 49.92 | 5.58 | 4.36 |
| Hash in [53] | - | - | 63.84 | 49.88 | 5.88 | 4.59 |
| Hash in [54] | - | - | 64.14 | 50.11 | 5.55 | 4.33 |
| Hash in [55] | - | - | 64.09 | 50.07 | 5.48 | 4.28 |
| Hash in [56] | - | - | 63.84 | 49.88 | 5.58 | 4.37 |
| Hash in [57] | 45 | 81 | 63.88 | 49.9 | 5.37 | 4.2 |
| Hash in [58] | - | - | 63.9 | 49.93 | 5.64 | 4.41 |
| Hash in [59] | 42 | 83 | 63.91 | 49.92 | 5.69 | 4.45 |
| Hash in [60] | - | 63.88 | 49.91 | 5.75 | 4.5 | - |
| Hash in [61] | - | - | 63.8 | 49.84 | 5.75 | 4.49 |
| Hash in [62] | 44 | 82 | 64.15 | 50.11 | 5.76 | 4.5 |
| Hash in [63] | - | - | 63.56 | 49.66 | 7.42 | 5.8 |
| Hash in [64] | - | - | 63.97 | 49.98 | 5.84 | 4.56 |
| Hash in [65] | 45 | 83 | 64.03 | 50.02 | 5.6 | 4.4 |
| Hash in [66] | 43 | 81 | 62.84 | 49.09 | 5.63 | 4.4 |
| Hash in [67] | - | - | 64.01 | 50.01 | 5.61 | 4.38 |
| Hash in [68] | - | - | 64.12 | 50.09 | 5.63 | 4.41 |
| Hash in [69] | 43 | 82 | 63.89 | 49.91 | 5.77 | 4.5 |
| Hash in [70] | - | - | 64.08 | 50.06 | 5.72 | 4.72 |
| SHA3-256 [71] | 101 | 153 | 128.1 | 50.02 | 8.01 | 3.13 |
| SHA2-256 [72] | 104 | 154 | 128 | 50 | 7.94 | 3.1 |
| Hash in [73] | - | - | 63.85 | 49.88 | 5.78 | 4.52 |
| Hash in [74] | - | - | 63.85 | 49.88 | 5.79 | 4.52 |
| Hash in [75] | 46 | 80 | 63.91 | 49.92 | 5.58 | 4.36 |
| Hash in [76] | - | - | 63.98 | 49.98 | 5.53 | 4.33 |
| Hash in [77] | 47 | 83 | 63.92 | 49.94 | 5.62 | 4.39 |
| Hash in [78] | - | - | 64.18 | 50.14 | 5.59 | 4.36 |
| Hash in [79] | - | - | 64.07 | 50.06 | 5.74 | 4.48 |
| Hash in [80] | - | - | 63.89 | 49.91 | 5.64 | 4.41 |
| Hash in [81] | - | - | 63.92 | 49.94 | 5.78 | 4.52 |
| Hash in [82] | - | - | 63.4 | 49.53 | 7.13 | 6.35 |
| Hash in [83] | 45.6 | 81.8 | 63.98 | 49.98 | 5.73 | 4.47 |
| Hash in [84] | - | - | 64.43 | 49.46 | 5.57 | 4.51 |

Where $B_{\text {min }}, \mathrm{B}_{\text {max }}, \bar{B}, P$, and $\Delta \mathrm{B}$ shown in Table 5 can be defined as follows:
"Minimum inverted bit numbers" is defined by.

$$
B_{\text {min }}=\operatorname{MIN}\left(B_{i}\right)_{1}^{L}
$$

"Maximum inverted bit numbers" is defined by.

$$
\mathrm{B}_{\max }=\max \left(B_{i}\right)_{1}^{L}
$$

"Mean inverted bit numbers" is defined by

$$
\bar{B}=\sum_{1}^{L} \frac{B_{i}}{L}
$$

"Mean changed probability" is defined by

$$
P=\frac{\bar{B}}{256} \times 100 \%
$$

"Standard variance of the inverted bit numbers" is defined by

$$
\Delta \mathrm{B}=\sqrt{\frac{1}{L-1} \sum_{1}^{L}(B i-\bar{B})^{2}}
$$

"Standard variance of probability" is defined by

$$
\Delta \mathrm{P}=\sqrt{\frac{1}{L-1} \sum_{1}^{L}\left(\frac{B_{i}}{L}-P\right)^{2}}
$$

## VI. HASH ATTACKS

If any of the properties of the hash function can be compromised in any manner, this is known as an attack on the hash function [85]. There are two basic categories of attacks: brute-force assaults and cryptanalytical attacks.

## A. Brute force attacks applied on hash functions

The main purpose of the Brute-force attack is to gain unauthorized access to data, systems, or networks. As a result of the successful implementation of such an attack, an attacker can bypass authentication and authorization mechanisms, discover hidden web application resources (directories, files, website sections, etc.) and perform other malicious actions [86].
One method for trying to break a cryptographic primitive is by brute force attacks. Through a thorough "trial-and-error" search in the cypher key space, they are utilized to discover a cypher secret key [87]. These techniques simply focus on the speed at which the cryptographic primitive is computed rather than how it is computed in any way. By assuming that an adversary can compute the output of the primitive for any suitable input, it is possible to analyses their effectiveness
(and performance) with relative ease. What's more, the analysis done above only depends on the combinatorial characteristics of the cryptographic primitive in question.

## B. Preimage and second preimage attacks

1. Preimage [88]. Given a hash function $h: Y \rightarrow Z$, a message $z=h(y)$ computed from a chosen $\mathrm{y} \in \mathrm{Y}$ randomly, where Counter1 ... the maximum number of calculating of hash function. Counter2 ... the number of the evaluating of the existing preimage values. The structure of the preimage is presented in Figure 9 and the results are shown in Figure 10.
2. 2nd Preimage can be defined as: chosen $y$ uniformly at random in $Y$, and computed $h(y)$, find $\mathrm{y}_{0} \in Y-\{y\}$ such that $h\left(y_{0}\right)=h(y)$.


FIGURE 9. Preimage block diagram.


(e)

FIGURE 10. Statistics and histograms of the average number Bi. (a) structure-1 (b) structure-2 (c) structure-3 (d) structure-4 (e) combined

## C. Collision resist attack

Given a hash function $h: Y \rightarrow Z$ and the maximum number of calculating of hash function defined in counter1, if 2 messages $y_{0} \neq y$ were found after the maximum number stored in counter1 steps such that $h\left(y_{0}\right)=h(y)$ [89]. The number of hits distribution is presented in Figure 11. The number of hits that happened in $N$ tests is defined as follows:

$$
\begin{gather*}
W N(\omega)=N \times \operatorname{prob}(\omega) \\
=N \frac{s!}{\omega!(\mathrm{s}-\omega)!}\left(\frac{1}{2^{8}}\right)^{\omega}\left(1-\frac{1}{2^{8}}\right)^{s-\omega} \tag{6}
\end{gather*}
$$

Where, $\mathrm{N} \ldots$ tests numbers and $s=\operatorname{Length}(h) / 8, \omega$ is the number of identical bytes.

The theoretical values of $W N(\omega)$ are given in Table 6. An absolute value difference calculated as:

$$
\begin{equation*}
\mathrm{D}-\text { hash }=\sum_{\mathrm{i}=1}^{\mathrm{N}}\left(\left|\mathrm{t}\left(\mathrm{a}_{\mathrm{i}}\right)-\mathrm{t}\left(\mathrm{~b}_{\mathrm{i}}\right)\right|\right) \tag{7}
\end{equation*}
$$

Where, $a_{\mathrm{i}}$ and $b_{\mathrm{i}}$ are the ASCII characters, and $t($.$) converts$ the ASCII character into its decimal value. The following steps are used to evaluate the absolute value difference.
a) Represent the hash in decimal format from ASCII format.
b) The differences between the two representations were calculated.
c) 1000 messages were repeated, and the resulting comparison values are tabulated in Table. 6.

Table 6. Number of hits for the proposed hash function.
Hits numbers ( $\omega$ )

|  | $\mathbf{0}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ | $\mathbf{4}$ | $\mathbf{5}$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Theoretical value | 1806.91 | 226.75 | 13.78 | 0.54 | - | $1.75 \times 10-74$ |
| Proposed (Str-1) | 1819 | 219 | 10 | 0 | 0 | 0 |
| Proposed (Str-2) | 1806 | 222 | 20 | 0 | 0 | 0 |
| Proposed (Str-3) | 1800 | 240 | 8 | 0 | 0 | 0 |
| Proposed (Str-4) | 1799 | 235 | 14 | 0 | 0 | 0 |
| Ref[45]-structure 1 | 1806 | 229 | 13 | 0 | 0 | 0 |
| Ref[45]-structure 2 | 1787 | 244 | 17 | 0 | 0 | 0 |
| Ref[45]-structure 3 | 1824 | 213 | 11 | 0 | 0 | 0 |
| Ref[46]-structure 1 | 1931 | 114 | 3 | 0 | 0 | 0 |
| Ref[46]-structure 2 | 1929 | 114 | 5 | 0 | 0 | 0 |
| Ref[46]-structure 3 | 1942 | 106 | 0 | 0 | 0 |  |

## VII. CRYPTANALYTIC ATTACKS

To guarantee the effectiveness and security of cryptographic hash function, the weakness in the hash structure must be covered. The confrontation of a hash function is measured to cryptanalysis for comparing its forte with the brute force attack effort [90]. The hash function is to be ideal if the brute force attack effort must be less than or equal the cryptanalytic hash function. The Meet-in-the-middle is a general crypto-graphic attack that can be used on any block cipher cryptographic techniques.

## A. Meet-in-the-middle attack.

This kind of attack always stands against the hash function and is considered as a variation of birthday attack that utilizes the compression function f which becomes invertible to the chaining variable Hi or the message block Xi. And consequently, it allows messages that correspond to certain digest to be created by the attackers. [90]. The Algorithm to calculate the Meet-in-the-middle attacks is considered in the following steps:

1. The original message can be defined as M (M1, M2, M3, ..., Mn)
2. The expected contradicted message can be defined as ME = (ME1, ME2, ME3, ..., MEn)
3. Calculate the hash value for $M$ and ME.
4. Xor (M, ME) to calculate the difference bits number between M and ME.
5. The ideal theoretical value of differing bits $\cong 128$ bits, as in Table 7 and the distribution of the number hits is shown in Figure 11.

Table 7. Different bits in Meet-in-the-middle attack.

| Proposed (S-1) | 132 |
| :--- | :--- |
| Proposed (S-2) | 138 |
| Proposed (S-3) | 139 |
| Proposed (S-4) | 131 |

Finally, the tests done based on the modified hash256 prove the quality and efficiency of the modified algorithm as presented in Table 8.

Table 8. All the requirements for a secure cryptographic hash function

| Requirements | Achieved |
| :--- | :--- |
| Variable input message size | Done |
| Fixed output digested message length $=256$ | Done |
| Efficiency | Tested |
| Preimage resistant | Tested |
| Second preimage resistant | Tested |
| Collision resistant | Tested |
| Pseud randomness | Tested |

## VIII. CONCLUSIONS

In this paper, four different 1-D chaotic maps selected from 55 discrete 1-D chaotic maps which are concluded with the using of DNA sequence to improve the SHA- 256 performance. The four most suitable chaotic maps concluded from experimentation are improved logistic, TSS, CLM, LSS and hybrid. The modified SHA-256 algorithm provides better
robustness in confusion and diffusion, strong distribution, robustness and sensitivity to defend and stand against all known attacks.
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